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Abstract. This paper highlights the importance of physical activity in cardiac reha-
bilitation as a means of reducing morbidity and mortality rates associated with car-
diovascular disease. However, forming physical activity habits is a challenge, and
the approach varies depending on individual preferences. We introduce WeHeart, a
personalized recommendation device that aims to gradually increase physical activ-
ity levels and avoid a “cold start”. WeHeart employs a Random Forest classification
model that combines both measured and self-reported data to provide personalized
recommendations. The system also uses Explainable AI to improve transparency
and foster trust. Our study showcases the potential of Machine Learning in pro-
viding personalized recommendations for physical activity, and we propose a re-
inforcement learning approach to improve the system’s personalization over time.
Overall, this study demonstrates the potential of WeHeart in encouraging physical
activity and preventing “cold start” in cardiac rehabilitation.
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1. Introduction

Cardiovascular disease (CVD) is a global public health concern, and cardiac rehabili-
tation (CR) is a vital multidisciplinary treatment for reducing secondary cardiovascular
risk by improving both optimal physical and psychosocial functioning [1] through ex-
ercise training, nutritional interventions, smoking abstinence, etc. [2]. Physical activity
(PA) is a key component of CR, with a focus on PA counselling and training [3]. Regular
PA can protect the heart and reduce the incidence of cardiovascular events [4]. During
CR participation, 70-85% of patients report meeting the recommended PA guidelines
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[5, 6]. However, maintaining PA over the long-term after CR can prove challenging, with
only 38-56% of worldwide patients continuing to meet the guidelines a year later [7, 8].

Thus, it is crucial to encourage PA habit formation among CR and post-CR patients.
Habits are believed to promote long-term activity and prevent loss of motivation [9]. To
form a habit, a behavior must be performed repeatedly in a consistent environment [10].
The variables that influence the continuation of behavior after initiation must also be
taken into account [11]. However, these variables are unique to each individual, making
it challenging to develop a one-size-fits-all solution.

As AI is at the heart of healthcare innovation [12], it creates opportunities in appli-
cations including personalized treatment and behavior modification [13]. Research has
shown promise in the development of personalized recommendation systems through
the exploration of deep neural learning models [14] as well as by developing situation-
aware recommendation systems utilising wearables to collect several vital inputs [15].
Furthermore, some have proposed that AI recommendation systems utilizing reinforce-
ment learning can help increase user engagement and satisfaction beyond only predicting
the users’ preferences alone [16].

However, despite the potential benefits, personalized recommendation systems pose
several challenges. Firstly, relying solely on reinforcement learning may lead to a so-
called “cold start”, where the model lacks information about new users which is a com-
mon challenge in recommendation systems. Secondly, barriers of trust between the users
and the AI can prevent users from using the system due to the user’s limited knowledge
of AI and the complexity of AI itself [12]. This “black box” problem, which is inher-
ent in some forms of AI [17], can be addressed through explainable AI (XAI). XAI can
help the users know how the AI works [18] and thereby increase transparency between
the AI system and users, track influencing factors, and improve the predictive models
[19]. Lastly, when designing for habit formation habitual tendencies should be consid-
ered by incorporating behavior change techniques, such as rehearsal and repetition or
self-monitoring of behavior [20]. As this can help users to develop and maintain healthy
habits that are beneficial to their health habits such as being physically active [21].

Based on this reasoning motivated by the supporting research, we hypothesize that
a smart AI solution that fulfills these habitual tendencies, can prevent a cold start and
by including XAI principles would demonstrate the potential of a personalized recom-
mendation system in a CR context. This paper features the design of a personalized rec-
ommendation system called “WeHeart” that makes possible testing of this hypothesis
and the initial validation of it. The system uses measured and self-reported data from
CR patients to provide personalized PA recommendations that vary in time and intensity.
WeHeart, placed in the patient’s home, uses an algorithm that takes into account per-
sonal circumstances when making recommendations. To ensure patient understanding,
WeHeart employs Explainable AI (XAI) to show how recommendations are calculated,
using Shapley Values to explain the contribution of various factors. This approach helps
patients form PA habits, supports long-term activity, and prevents loss of motivation.

2. Methods & materials

The designed system consists of a recommendation model and a physical prototype
called “WeHeart”. For the recommendation model, the dataset needs to be selected and
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preparated for the integration in the overall system. To take the first steps in creating
an AI system that creates personalized recommendations for cardiac rehabilitation is by
avoiding a cold start. Therefore, this system can provide a recommendation reflecting the
current state of the rehabillitee by including self-reported and sensor data and incorpo-
rating them in a supervised learning algorithm, specifically a classification model. This
is especially important in the context of this paper as inaccurate health recommendations
can have undesirable effects. This classification model will make use of PMData [22],
a public dataset containing logging data of 16 healthy adults over a period of 5 months.
The dataset contains data measured with a Fitbit Versa 2 smartwatch and subjective re-
porting. This dataset was chosen as it included both sensor and self-reported data and
was openly available.

To choose the appropriate recommendation based on the provided data, a supervised
classification model is used. Since at this stage, it is unknown which algorithm is best for
the system, a total of three algorithms will be compared: decision tree classifier, decision
tree regressor, and random forest classifier, to choose the best performing algorithm for
the recommender system.

3. Results

3.1. Data preparation and classification

The variables used are step count, active minutes, sleep quality, and self-reported data.
“PAI” is an existing single indicator of PA [23] which provides an easy-to-understand
measure, however, it is processed with an inaccessible algorithm. Therefore a so-called
PA score is calculated to be able to grasp the PAI of the potential user. The PA score repre-
sents the recommended activity norm of 150 minutes of moderate intensity by the World
Health Organization [24]. And just like the PAI it is based on the heart rate response
to PA [23]. The PA score is calculated with the moderately active minutes based on the
aforementioned recommendation from World Health Organization, as seen in Equation
1, which is then added as a separate column called “score” in the final algorithm. With a
PA score greater than 100, the user is considered to have performed the standard amount
of PA during the week.

score =
sum of the moderately active minutes of the past 7 days

150
∗100% (1)

The data is classified with the score variable. Whilst the goal is to move towards a score
of 100%, a user should not go from 0% to 100% at once. Therefore the mean score of the
past 7 days is taken into account. If today’s score of the user is above the mean score of
the past 7 days with an increment of 5% (as this only adds a small amount of 7,5 minutes
of exercise), the user is not recommended to perform PA. However, if the score is below
the described threshold the user is most likely recommended to exercise.

There are many factors that influence a user’s state. For example, sleep [25] or stress
[26, 27] can influence how ready the user is for PA. WeHeart should take into account
these factors. Besides sleep and stress, fatigue and mood [25, 28] are factors that can
impact PA and are available to measure, either through wearable or self-reported data.
Therefore, WeHeart will take into account these four features and will skew the recom-
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mendation based on this. If they are not already, each input will be translated to a score
between 1 and 5.

3.2. Model selection and validation

The model is trained to estimate to which category a new observation belongs. The cho-
sen classes for this model are Enough, Light exercise, Medium exercise and Intense ex-
ercise. The dataset is split into a training (80%) and a testing (20%) set. To select an
appropriate algorithm for the classification model, three variations were considered: de-
cision tree classifier, random forest classifier, and decision tree regressor. The results of
the three different algorithms are compared by looking at the accuracy of the model and
its confusion matrix, see Figure 1.

(a) Decision tree classifier;
Accuracy: 0.80.

(b) Random forest classifier;
Accuracy: 0.86.

(c) Decision tree regressor;
Accuracy: 0.81.

Figure 1. Confusion matrices of the different classification models.

First, considering the accuracy, the Random forest classifier has the highest score of
0.86. Second, the confusion matrix shows the probability of classifying wrongly for all
the different cases. The worst-case scenario is that someone who should be recommended
to perform no exercise is recommended to do a high-intensity exercise. Which is the right
top square of the confusion matrix. These cases are the lowest for both the Decision tree
classifier and the Decision tree regressor. As the accuracy is the highest for the Random
forest classifier, that algorithm will be used to train the model.

In the above cases, the model was trained on all participants together. However, as
the goal is to produce personal recommendations a test was performed to see the accuracy
of the model and if it would be trained on an individual level. However, this reduced the
accuracy of the model to 0.57. Therefore, the model will not be trained on an individual
level. Next to that, the classification learning curve showed that at least 400 cases are
needed to reach the maximum efficiency of the model.

Graphical visualization of the WeHeart system can be found in Figure 2, which
shows the input and output of the different data types into the classification model.

3.3. The physical prototype “WeHeart”

Whilst it is important that the model provides suiting and reliable recommendations, it is
just as important to consider how this information is presented to its users. As the target
group of this study mostly consists of older adults with limited experience with digital
systems, it was decided to design a physical device. This device is placed in the living
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Figure 2. Input and output data of the classification model.

environment of the user and provides them to interact with the recommendation model
by answering questions to provide self-reported data (such as stress and mood), see Fig-
ure 3a, evaluating their current PA score in relation to previous days and requesting a
PA recommendation 3b. Once the user decides to accept the recommendation, they can
activate the printing function by pressing the button at the top of WeHeart (Figure 3c).
The recommendation includes the type of exercise, the intensity, and the duration. SHAP
is used to visualize the contribution of each feature to the recommendation to make the
algorithm more understandable.

(a) Self-reported data input
interface.

(b) PA score overview. (c) Physical device.

Figure 3. Pictures of the physical prototype.

The accuracy of the model is 0.86 which says that 86% of the predictions were
correct. This is insufficient information to determine how well the model is performing.
Another metric to consider is null accuracy, which is the accuracy that could be obtained
by consistently predicting the most frequent class (in this case the target 0). The null
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accuracy is 0.46. However, the confusion matrix should be examined to learn more about
the classification model’s performance (see Figure 4a).

As previously discussed in the preceding section, there exist various categories of
errors, each with its own level of severity. These errors are represented by colored lines in
Figure 4b. The green boxes are mistakes that do not cause any direct problems, as in these
cases the algorithm proposes a lighter exercise than its original label (False Negatives).
However, the red boxes can cause more severe problems, as a more intense exercise is
proposed or the worst case scenario in which the user should be recommended to perform
no exercise whilst the algorithm proposes a high-intense exercise (False Positives). The
false positive rate was computed to be 0.19, which is sub-optimal as it ideally should
be 0. The confusion matrix has been analyzed by calculating the sensitivity, specificity,
False Positive Rate, and Precision. To calculate this, classes 1-3 are seen as positives, and
0 is seen as negative as it is especially important that the user is correctly recommended
to either perform an exercise or not (see Figure 4c).

Lastly, the model is validated by a 5-fold validation that has been performed and
showed that the mean Accuracy is 0.83 with a standard deviation of 0.01. This shows
that the results of the model were not biased by the testing and training set used.

(a) With cases. (b) With normalized values. (c) Annotated with FP, TN,
FN and TP.

Figure 4. Confusion matrices

3.4. Explainable AI

Considering the personalized recommendations, it is crucial that users can trust the sys-
tem that they are working with. To achieve trust, we have adopted the Shapley Values as
an XAI technique [29] as a visualisation of explaining the models’ predictions by cal-
culating feature importance, which provides a framework to interpret decision trees and
ensemble tree models. WeHeart uses the global interpretability of the Shapely Additive
exPlanations (SHAP) model in a Figma concept to demonstrate the extent to which each
input variable contributes positively or negatively to the target variable. This greatly in-
creases the transparency of the model used in this paper by explaining to users why they
received this recommendation and the extent to which factors influence the results. For
example, if a recommendation is different than expected, the user can see it is caused by
the high level of stress that the user reported. To sum up, it allows the user to identify
and compare the effects of the different factors and make changes accordingly.
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4. Discussion

The objective of this research is to develop an AI system that could assist individuals
undergoing cardiac rehabilitation in adopting physical activity habits, thereby reducing
the likelihood of a future cardiac event [4]. As highlighted in the related works, ensuring
that users can trust the recommendations is crucial in a healthcare setting, as offering
inappropriate suggestions can have unfavorable consequences. Based on the performed
tests and analysis a random forest classifier would be the most suitable model to use with
existing data in order to reduce erroneous recommendations and thereby avoid a “cold
start”. However, at this point, the confusion matrix shows that there are errors where
the algorithm proposes a more intense exercise than the user should do. This error is
dangerous because it could lead to health risks for the rehabilitees and mistrust of the
system. With the random forest classifier, the chance of such an error is the lowest but
nonetheless, in future designs, these errors should be avoided. This could be done by
applying certain thresholds. For example, by using ROC-Curve as a diagnostic map to
find a threshold to minimize the False Positive Rate.

4.1. Limitations

While this paper presents promising results for a personalized recommendation system
for cardiac rehabilitees, there are several limitations that must be considered before the
system is used in practice. Some of these limitations were encountered during model
development, while others require further consideration.

Firstly, the data set for this model contains data from healthy adults. To further eval-
uate the model’s effectiveness, data should be collected from cardiac rehabilitation pa-
tients. It is important to acknowledge that the model’s results may vary regarding gradual
improvement, as healthy adults already have a baseline level of physical activity. There-
fore, it is possible that utilizing data from the target population will lead to necessary
changes in the model.

Secondly, the classification of the training and testing data can be further improved.
Currently, existing data has been classified by looking at whether someone has reached
the minimum amount of PA (score) and at self-reported data (e.g. stress level or mood).
Literature showed that these factors have an influence on the performance of PA [25, 26,
27]. However, this classification could be improved to research in more detail the weight
of different features.

Lastly, the current model also focuses insufficiently on gradual improvement.
Specifically, it takes into account if one’s current score has increased by 5% from the
mean of the past 7 days. Although this prevents someone from going from 0 to 100 at
once it is only classified if enough physical exercise was done. Instead of classifying if
someone did or did not do enough exercise, other models such as a regression model
could be used to actually predict someone’s progress and improvements. This could make
the recommendations suitable to the needs of the rehabilitee. There are also some lim-
itations to the actual implementation and explainability of the system. While the tan-
gible prototype of the system is designed to provide users with an explanation of the
recommendations based on the Shapley Values visualization, its efficacy in promoting
user understanding and trustworthiness of the results remains unclear as it has not been
evaluated with rehabilitees. It may lead to users disregarding the results, as exemplified
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by the scenario where, due to bad sleep quality the recommendation is for lower PA than
usual, the user might still go for a more intense workout. It might be important to prevent
these situations and to also inform someone of the dangers of doing too much physical
exercise immediately after a cardiac event [30].

4.2. Future Work

The current paper shows the development of a part of AI system for supporting PA of
cardiac rehabilitees. The continuation of this research should include a reinforcement
learning (RL) algorithm to further enhance the personalization of the system. RL can
also address limitations such as gradual improvement, enhance the long-term effects and
capture dynamic sentiments of users, which traditional recommendation systems fail to
consider. Previous studies have employed RL in health-related recommendation systems,
such as the “Actor-Critic” model proposed by Mulani et al. [31], which continuously
updates information-seeking strategies based on user feedback. Another study by Zheng
et al. [32], showed that RL methods can lead to recommendations with high concordance
with clinicians’ prescriptions and improve clinical outcomes.

Another potential avenue for further research in this field could explore the practical
implementation of such a recommendation model in the homes of cardiac rehabilitees.
By doing a study like this the model can be tested with actual patients and in a relevant
context, in their home environment.

5. Conclusion

This paper reports the first phase of the design of a personalised embodied XAI system
that will persuade CA patients to have the adequate amount of physical activity. The find-
ings of this part of the study demonstrate that a classification model, incorporated into a
physical system WeHeart, can be used to make personalised suggestions regarding PA,
based on wearable sensor data and self-reported data. The use of this recommendation
system has the potential to assist cardiac rehabilitees in incorporating PA into their daily
lives and reducing the risk of future events and forming habit of doing PA at home. The
classification algorithm of WeHeart could be used to start with personal recommenda-
tions. Further exploration of reinforcement learning algorithms could contribute to the
quality and personalization of the model. Future work could focus on the actual imple-
mentation of such a recommendation model with cardiac rehabilitees and on the devel-
opment of a reinforcement algorithm to make the PA suggestion more aligned with the
preferences of the rehabilitees. Overall, the results of this research demonstrate the po-
tential benefits of using data that is easily accessible from wearable sensor data and self-
reported data to generate initial recommendations. In addition to the promising results
obtained from the use of a classification model to generate personalized PA suggestions,
the WeHeart system incorporates explainable artificial intelligence (XAI) in the form of
Shapley values. This feature enables the system to provide clear explanations of how
and where the recommendations are generated, thus increasing users’ trust in the system.
By incorporating XAI, WeHeart represents an important step towards developing more
personalized, and transparent basis for recommendations as a critical feature for building
user trust in AI-powered systems.
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